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```
- Decrypt
```
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## Definition:

- A matrix $H \in \mathbb{Z}^{d \times d}$ is in HNF, if it is a non-singular non-negative lower-triangular matrix such that each row has a unique maximum entry, which is on the diagonal.
- HNF can be computed from any basis.
- Unique HNF per lattice.
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## Gentry's Encryption Scheme [Gen09; GH11]

- Two ideals $I$ and $J$ in ring $R$.
- Ideal $I=2 R$ defines the plaintext space $R / I$
- Ideal $J$ defines the ciphertext space $R / J$.
- A "powerful" basis is used as secret key (rotation basis)
- A "weak" basis is used as public key (HNF)


## Gentry's Encryption Scheme [Gen09; GH11]

- Two ideals $I$ and $J$ in ring $R$.
- Ideal $I=2 R$ defines the plaintext space $R / I$.
- Ideal $J$ defines the ciphertext space $R / J$.
- A "powerful" basis is used as secret key (rotation basis)
- A "weak" basis is used as public key (HNF)


## Gentry's Encryption Scheme [Gen09; GH11]

- Two ideals $I$ and $J$ in ring $R$.
- Ideal $I=2 R$ defines the plaintext space $R / I$.
- Ideal $J$ defines the ciphertext space $R / J$.
- A "powerful" basis is used as secret key (rotation basis).
- A "weak" basis is used as public key (HNF)


## Gentry's Encryption Scheme [Gen09; GH11]

- Two ideals $I$ and $J$ in ring $R$.
- Ideal $I=2 R$ defines the plaintext space $R / I$.
- Ideal $J$ defines the ciphertext space $R / J$.
- A "powerful" basis is used as secret key (rotation basis).
- A "weak" basis is used as public key (HNF).


## Gentry's Encryption Scheme [Gen09; GH11]

- Two ideals $I$ and $J$ in ring $R$.
- Ideal $I=2 R$ defines the plaintext space $R / I$.
- Ideal $J$ defines the ciphertext space $R / J$.
- A "powerful" basis is used as secret key (rotation basis).
- A "weak" basis is used as public key (HNF).


## Gentry's Encryption Scheme [Gen09; GH11]

KeyGen $\left(1^{\kappa}\right)$

- Fix ring $R$, and basis $B_{I}$ of ideal $I=2 R$.
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- Return $m \leftarrow\left(c \bmod B_{J}^{s k}\right) \bmod B_{I}$
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## BGV Encryption Scheme (simplified) [BGV14; Car+18]

$\operatorname{KeyGen}\left(1^{\kappa}\right)$

- Fix ring $R=\mathbb{Z}[x] / \Phi(x)$ as before.
- Pick modulus $q$ and let $R_{q}=R / q R$.
- Sample $s \stackrel{R}{\leftarrow}$.
- Sample $B \stackrel{( }{ }$
- Sample $e R_{2}$.
- $b \leftarrow B s+2 e$.
- Return $s k \leftarrow \mathbf{s}=(1, s), p k \leftarrow \mathbf{A}=(b,-B)$.
- Note:
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- "Key switching" (Out of scope)
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## Switching Ciphertexts [Car+18]

- FHE computation: BGV scheme.
- ZK proof: Gentry's scheme.

Goal:

- Switch ciphertext via bootstrapping-like approach:
- Encrypt BGV secret key under Gentry.
- Decrypt homomorphically.
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## Switch BGV Ciphertext to Gentry Ciphertext

Preparation:
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- Encrypt secret key $\{s\}_{G}=s+2 r+b \in\left(R \bmod B_{J}^{p k}\right)$
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- Decrypt BGV ciphertext with encrypted private key!
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- Everyone should be able to retrace computation on ciphertexts.
- Integrity during ciphertext switching?
- Ensure that encrypted secret key during key switching is later used in ZK proof.
- Addressed in [Car+18]: verify integrity of single message.
- Doubt that this is enough!
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# Zero-Knowledge Proof of Decryption for FHE Ciphertexts 

Thank you for your attention!

## Questions?
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[^0]:    $\checkmark$ Transcript is valid. In particular $e \cdot c+c^{\prime}-d=2 \hat{r}$ is well-formed noise. $\checkmark$ Honest verifier does not learn anything about $b$.

